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4.13 Transition Matrices & Markov Chains
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4.13.1 Markov Chains

Markov Chains
What is meant by a “state”?

= Statesreferto mutually exclusive events with the current event able to change over time
= Examples of statesinclude:
= Daily weather conditions
= The states could be: “sunny” and “not sunny”
= Countries visited by aninspectoreach day
= The states couldbe: “France”, “Spain” and “Germany”
= Store chosenforweekly grocery shop:
= The states could be: “Foods-U-Like”, “Smiley Shoppers” and “Better Buys”

What is a Markov chain?

= AMarkov chainis amodel that describes a sequence of states over a period of time
= Timeismeasuredindiscrete steps
= Suchasdays, months, years, etc
= The conditions for a Markov chain are:
= The probability of a state being the next state in the sequence only depends on the current state
= Forexample
The 11™" state only depends on the 10t state
The first 9 states do not affect the 111" state
= This probability is called a transition probability
= The transition probabilities do not change over time
= Forexample
The probability that the 111" state is A given that the 10" state is B is equal to the probability that
the 121" state is A given that the 11" state is B
= AMarkov chainis said to beregularif there is a value k such that in exactly k steps it is possible toreach
any state regardless of the initial state
= The chainwhere Acanonly goto B, BcanonlygotoCandCcanonlygotoA, isnotregular
= Afterany number of changes, Acanonly go to either B or C but not both
= After100 changes,AcanendupatBbutnotC
= After500 changes, Acanendup at CbutnotB

What is a transition state diagram?

= Atransition diagramis a directed graph
= Thevertices are the states
= The edgesrepresent the transition probabilities between the states
= The graphcancontain
= Loops
= These will be the transition probabilities of the next state being the same as the current state
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= Two edges between each pair of vertices
= The edgeswillbein opposite directions
= Eachedge will show the transition probability of the state changingin the given direction
= The probabilities on the edges coming out of avertexaddup to1

@ Worked example

Fleur travels to work by car, bike or bus. Each day she chooses hermode of transport based on the
transport she chose the previous day.

= |f Fleurtravels by carthen thereis a40% chance that she will travel by car the following day and a
10% chance that she will travel by bike.
= |f Fleurtravels by bike then thereis a 60% chance that she will travel by bike the following day and a
25% chance that she will travel by bus.
= |fFleurtravels by bus then thereis an 80% chance that she will travel by bike the following day and
a20% chance that she will travel by car.
Represent thisinformation as a transition state diagram.

The probolz.hhes on #he arfows - (oming out o{' a state add to |

0.25
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4.13.2 Transition Matrices

Transition Matrices
What is a transition matrix?

= Atransition matrix T shows the transition probabilities between the current state and the next state
= The columnsrepresent the current states
= Therowsrepresent the next states
] TheelementofTinthei‘hrowandjthcolumngivesthetransitionprobabilityt,-jof:
= the next state being the state corresponding torow i
= given that the current state is the state corresponding to columnjj
= The probabilitiesin each columnmustaddup to
= The transition matrix depends on how you assign the states to the columns
= Eachtransition matrix for a Markov chain will contain the same elements
= Therows and columns may be in different orders though
= E.g.Sunny(S)& Cloudy (C) could beinthe order SthenCorCthenS

What is aninitial state probability matrix?

= Aninitial state probability matrix sgis a column vector which contains the probabilities of each state
being chosen as the initial state
= |fyouknow which state was chosen as the initial state then that entry will be 1and the others will all
be zero
= You can find the state probability matrix s;which contains the probabilities of each state being chosen
after one interval of time
. §= TSo

How do | find expected values after one interval of time?

= Suppose the Markov change represents a population moving between states
= Examplesinclude:
= Peopleinatown switching gyms eachyear
= Children choosing a type of sandwich for theirlunch each day
= Suppose the total populationis fixed and equals N
= You can multiply the state probability matrix s; by N to find the expected number of members of the
population at each state
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@ Worked example

EachyearJamie donates to one of three charities: A, B or C. At the start of each year, the probabilities
of Jamie continuing donate to the same charity or changing charities are represented by the following

transition state diagram:

01
a) Write down a transition matrix T for this system of probabilities.
Current state
A B C

A0S 02 06 05 02 0b
elo2 03 ou| |T7 |02 0% Ok

c\o3 o1 0 03 01 0

Next state

b) Thereis al0% chance that charity Ais the first charity that Jamie chooses, a10% chance for
charity Band an 80% chance for charity C. Find the charity which has the highest probability of
being picked as the second charity after the first year.
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For more help, please visit www.exampaperspractice.co.uk
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Powers of Transition Matrices
How do | find powers of a transition matrix?

= You cansimply use your GDC to find given powers of a matrix
= The power could be leftinterms of anunknownn
= |nthis caseitwould be more helpful to write the transition matrixin diagonalised form (see section
1.8.2 Applications of Matrices) T = PDP-'where
= Disadiagonal matrix of the eigenvalues
= Pisamatrix of corresponding eigenvectors
= ThenT"=PD"P-!
= Thisis givenin the formula booklet
= Every transition matrix always has an eigenvalue equal to 1

What is represented by the powers of a transition matrix?

= The powers of a transition matrix also represent probabilities
= The element of T"in the i row and /" column gives the probability t"j of :
= the future state after nintervals of time being the state corresponding torow i
= given that the current state is the state corresponding to columnjj
= Forexample: Let Tbe atransition matrix with the element t, zrepresenting the probability that
tomorrow is sunny given that it is raining today
= The element t°, 3 of the matrix T° represents the probability that it is sunny in 5 days’ time given that
itisraining today
= The probabilitiesin each column must stilladdup to 1

How do | find the column state matrices?

= The column state matrix spis a column vector which contains the probabilities of each state being
chosen afternintervals of time given the current state
= spdependsonsg
= To calculate the column state matrix you raise the transition matrix to the power n and multiply by the
initial state matrix
» Thg =8
0 n
= You are given thisin the formula booklet

= You can multiply s, by the fixed population size to find the expected number of members of the
population at each state after nintervals of time
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@ Worked example

At acat sanctuary there are 1000 cats. If a catis brushed on a given day, then the probability itis
brushed the following day is 0.2. If a catis not brushed on a given day, then the probability that is will be
brushed the following day is 0.9.

0.2 09
The transition matrix 1 is used to model this informationwith 1 =

0.8 0.1

a) OnMonday Hippo the catis brushed. Find the probability that Hippo will be brushed on Friday.
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b) OnMonday 700 cats were brushed. Find the expected number of cats that will be brushed on
the following Monday.
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Steady State & Long-term Probabilities
What is the steady state of aregular Markov chain?

= Thevectorsissaid to be a steady state vectorif it does not change when multiplied by the transition
matrix
= Ts=s
= Regular Markov chains have steady states
= AMarkov chainis said to be regularif there exists a positive integer k such that none of the entries
are equal to 0 in the matrix T«
= Forthis course all Markov chains will be regular
= The transition matrix for aregular Markov chain will have exactly one eigenvalue equal to 1and the rest
will allbeless than1
= Asngetsbigger T"tends to a matrix where each columnis identical
= The column matrix formed by using one of these columns is called the steady state column matrixs
= This means that the long-term probabilities tend to fixed probabilities
= s,tendstos

How do luse long-term probabilities to find the steady state?

= As T"tends to a matrix whose columns equal the steady state vector
= Calculate T"for alarge value of n using your GDC
= |fthe columns are identical when rounded to arequired degree of accuracy then the columnis the
steady state vector
= |fthe columns are notidentical then choose a higher power and repeat

How do | find the exact steady state probabilities?

= AsTs=sthe steady state vectorsis the eigenvector of T corresponding to the eigenvalue equal to 1
whose elementssumtoT:
= |Letshaveentriesxy, x, ..., Xp
= UseTs=stoformasystem of linearequations
There willbe aninfinite number of solutions so choose a value for one of the unknowns
= Forexample:letx,=1
= |gnoring the last equation solve the system of linear equations to find xj, x2, ..., Xn -1
= Divide eachvalue x;by the sum of the values
= This makesthevaluesaddupto]
= You might be asked to show this result using diagonalisation
» Write T= PDP"'where Dis the diagonal matrix of eigenvalues and P is the matrix of eigenvectors
» UseT"=PD"P’
= Asngetslarge D" tends to a matrix where all entries are O apart from one entry of 1 due to the
eigenvalue of 1
= Calculate the limit of T" which will have identical columns
* You can calculate this by multiplying the three matrices (P, D”, P™') together
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@ Worked example

If a catis brushed on a given day, then the probability it is brushed the following day is O0.2. If a catis not
brushed on a given day, then the probability that is will be brushed the following day is 0.9.

0.2 0.9
0.8 0.1

The transition matrix I is used to model thisinformationwith T =

a) Find an eigenvector of T corresponding to the eigenvalue 1.
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Find a solution .1,=q and .x,_=5

(g) or any salar mu|ﬁp\e

b) Hence find the steady state vector.
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