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4 .13.1Markov Chains

Markov Chains
Whatismeantbya “state”?

= Statesreferto mutually exclusive events with the current event able to change over time
= Examples of statesinclude:
= Dailyweatherconditions
= Thestates could be:“sunny”and “not sunny”
= Countries visited byaninspectoreachday
= Thestates could be:“France”, “Spain” and “Germany”
= Storechosenforweeklygroceryshop:
= Thestates could be:“Foods-U-Like”, “Smiley Shoppers” and “BetterBuys”

Whatis a Markovchain?

= AMarkovchainis amodelthat describes asequence of states overaperiod of time
= Timeis measuredindiscrete steps
= Suchas days,months,years, etc
= The conditions foraMarkovchainare:
= The probability of astate beingthe next state inthe sequence only depends onthe
current state
= Forexample
The TIt"state only depends onthe 101" state
The first 9 states do not affect the 111" state
= This probabilityis called a transition probability
= The transitionprobabilities do not change overtime
= Forexample
The probability that the 11" state is A given that the 10" state is Bis equal to the probability
that the 12" state is A giventhat the 11" state is B
= AMarkovchainis said to be regularifit possible to reach anystate afterafinite period of time
regardless of the initial state

Whatisatransitionstatediagram?

= Atransitiondiagramis adirected graph
= Thevertices are the states
= The edgesrepresentthe transitionprobabilities betweenthe states
= The graphcancontain
= Loops
= These willbe the transition probabilities of the next state being the same as the current
state
= Two edgesbetweeneachpairofvertices
= The edges willbeinopposite directions
= Eachedge willshow the transition probability of the state changingin the given direction
= The probabilities onthe edges comingout of avertexaddup to1

O Exam Tip

= Drawingatransitionstate diagram(evenwhenthe questiondoes notaskforone)canhelp
youvisualise the problem
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@ Worked example

Fleurtravels to work by car, bike orbus.Eachdayshe chooses hermode of transportbased on
the transport she chose the previous day.

= |f Fleurtravels bycarthenthereis a40% chance that she will travel by carthe following day
and al0% chance that she will travel by bike.
= [f Fleurtravels by bike thenthereis a60% chance that she will travel by bike the following day
and a 25% chance that she will travel by bus.
= |f Fleurtravels bybus thenthereis an80% chance that she will travel by bike the following day
and a20% chance that she will travel by car.
Represent this information as atransition state diagram.

ﬂ\e probal:\h’ries on ’rhe arfous  (oming ouf 01(' a state add to |

0.25
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4.13.2 Transition Matrices

Transition Matrices
Whatis atransition matrix?

= Atransitionmatrix Tshows the transitionprobabilities betweenthe current state and the next
state
= The columnsrepresent the current states
= Therowsrepresentthe next states
= The elementof Tinthe throw and jth column gives the transition probability tjof:
= the next state beingthe state correspondingto row i
= giventhat the current state is the state correspondingto columnj
= The probabilitiesineachcolumnmustaddupto 1
= The transitionmatrixdepends onhow you assign the states to the columns
= Eachtransition matrixforaMarkovchainwill contain the same elements
= Therows and columns maybe indifferentorders though
= E.g.Sunny(S) & Cloudy(C)could beinthe orderSthenC orC thenS

Whatis aninitialstate probabilitymatrix?

= Aninitial state probability matrixsg is acolumnvectorwhich contains the probabilities of each
state beingchosenas theinitial state
= |fyouknow whichstate was chosen as theinitial state thenthat entrywillbe 1and the others
willallbe zero
= Youcanfind the state probability matrix s; which contains the probabilities of each state being
chosenafteroneinterval of time
= §1=Tso

Howdo I find expected values afteroneintervalof time?

= Suppose the Markovchange represents apopulationmovingbetweenstates
= Examplesinclude:
= Peopleinatownswitchinggyms eachyear
= Childrenchoosingatype of sandwichfortheirluncheachday
= Suppose thetotalpopulationis fixed and equals N
= Youcanmultiply the state probability matrix s;by Nto find the expected numberof members of
the populationat each state

O Exam Tip

= |fyouare asked to find atransition matrix, check that all the probabilities withinacolumnadd
uptol
= Drawingatransitionstate diagramcanhelpyouto visualise the problem
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@ Worked example

EachyearJamie donates to one of three charities: A,B orC.At the start of eachyear, the
probabilities of Jamie continuing donate to the same charityorchanging charities are
represented bythe following transition state diagram:

0.1

a) Write down a transition matrix 1 forthis systemof probabilities.

(.urren‘r state

o 05 01 Ob

2 R[0S 02 06
; 2l02 07 04 T=102 03 Ok
b) Thereis al0% chance that charity Ais the first charity that Jamie chooses,al0% chance

forcharityB and an80% chance forcharity C.Find the charitywhich has the highest
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probabilityof being picked as the second charity afterthe first year.
0.\

Write down the infiol state vechr — s,<| 0.l
0.8

05 02 0L\ /0. 0.95

6:Ts, 5|02 0% Ok]{on| | Ot
03 o1 0/\os/ \0.04

U\ar]’f& A hos the hishes’f probo\)ﬂi*a of be‘ma
the econd c\f\ar'ds p\cked.
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Powers of Transition Matrices
Howdo I find powers of atransition matrix?

= Youcansimplyuse yourGDC to find given powers of a matrix
= The powercould beleftinterms of anunknown n
= |nthis case itwould be more helpful to write the transition matrixindiagonalised form(see
section1.8.2 Applications of Matrices) T= PDP'where
= Dis adiagonalmatrix of the eigenvalues
= Pisamatrixof corresponding eigenvectors
= Then 7= PDP
= Thisis giveninthe formulabooklet
= Everytransition matrix always has an eigenvalue equalto 1

Whatisrepresentedbythe powers of atransition matrix?

= The powers of atransition matrixalso represent probabilities
» Theelementof Tinthe f"row and j!" column gives the probability t7;of:
= the future state afternintervals of time being the state correspondingto row i
= giventhat the current state is the state correspondingto columnj
= Forexample:Let The atransition matrix with the element t, srepresenting the probability that
tomorrow is sunnygiventhatitis rainingtoday
= The element t5, ;of the matrix T°represents the probability thatitis sunnyin 5 days’time given
thatitis rainingtoday
= The probabilitiesineachcolumnmust stilladd up to 1

Howdolfindthe columnstate matrices?

= The columnstate matrixs,is acolumnvectorwhich contains the probabilities of each state
beingchosenafter nintervals of time giventhe current state
= s,dependsonsg
= To calculate the columnstate matrixyouraise the transition matrix to the power nand multiply by
the initial state matrix

. Tﬂso—sn
= Youare giventhisinthe formulabooklet

= Youcanmultiply s, bythe fixed populationsize to find the expected numberof members of the
populationat each state after nintervals of time
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@ Worked example

Atacatsanctuarythere are 1000 cats.Ifacatis brushed onagivenday, then the probabilityitis
brushed the followingdayis 0.2.1f acatis not brushed onagivenday, then the probabilitythatis
will be brushed the followingdayis 0.9.

0.2 09
0.8 0.1 )

The transitionmatrix I is used to model this informationwith T = (

a) OnMondayHippo the catis brushed.Find the probability that Hippo will be brushed on
Friday.

\den’r‘nfg the states with the rous/lolumas

( urrent
B #®
B 02 04
S
=g \0% o\
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b) OnMonday700 cats were brushed. Find the expected numberof cats that will be brushed
onthe followingMonday.

+
On Mono\ag 100 brushed % ° (8’;
Expaded numbers after F daﬁg
Total 25y = Tokalx T,

oo« (G5 61 63) = (35 51) (359) = (85 i) &

515 (ads
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Steady State & Long-termProbabilities
Whatis the steadystate of aregular Markovchain?

= Thevectorsissaidto be asteady state vectorifitdoes not change whenmultiplied by the
transition matrix
= Ts=s
= Regular Markov chains have steadystates
= AMarkovchainis said to be regularif there exists apositive integer ksuchthat none of the
entries are equalto 0inthe matrix 7%
= Forthis course allMarkovchains will be regular
= The transition matrixforaregularMarkov chain willhave exactly one eigenvalue equal to 1and the
rest willallbeless than1
= As ngets bigger T"tends to amatrixwhere eachcolumnis identical
= The columnmatrixformed byusingone of these columns is called the steadystate column
matrix s
= This means that the long-termprobabilities tend to fixed probabilities
= s, tendstos

Howdoluselong-term probabilities to find the steadystate?

= As TMtends to amatrixwhose columns equalthe steadystate vector
= Calculate Tforalarge value of nusingyour GDC
= |[fthe columns areidenticalwhenrounded to arequired degree of accuracythenthe column
is the steadystate vector
= |fthe columns are notidenticalthenchoose ahigherpowerand repeat

Howdo I find the exact steadystate probabilities?

= As Ts =s the steadystate vectorsis the eigenvectorof Tcorresponding to the eigenvalue equal
to lwhose elements sumto 1
= |etshaveentries x;, x5, ..., Xp
= Use Ts=stoformasystemoflinearequations
= There willbe aninfinite numberof solutions so choose avalue forone of the unknowns
= Forexample:let x,=1
= |gnoringthelastequationsolve the systemoflinearequations to find x;, x2, ..., X -7
= Divide eachvalue x;bythe sumof the values
= This makes the valuesadduptol
= Youmight be asked to show this result using diagonalisation
= Write T= PDP"'where Dis the diagonal matrix of eigenvalues and Pis the matrix of
eigenvectors
= Use T"=PD'P’
= As ngetslarge D’tends to amatrix where all entries are O apart fromone entryofldue to the
eigenvalue of 1

= Calculate thelimitof T"which will have identical columns
= Youcancalculate this by multiplying the three matrices (P, D*, P)) together
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O Exam Tip

» Ifyoucalculate 7°° byhand thenaquick checkis to see if the columns are identical

aaa
= ltshouldlooklike| b b b
ccec

@ Worked example

If acatis brushed onagivenday, thenthe probabilityitis brushed the followingdayis 0.2.1f acat
is notbrushed onagivenday, then the probability that is willbe brushed the following dayis 0.9.

The transition matrix I is used to modelthis informationwith T =

0.2 0.91
0.8 0.1 )

a) Find aneigenvectorof Tcorrespo nding to the eigenvalue 1.

V is an ei%envechr of T wifh eiSenva|ue | if Ty sy

|et y(i)

Te=(38 SO 4 :00)

Ty 02 09x 22 = 09x,:0.8x 7 9z - 82,
0.8x, + Ofx, =, & 08x=09x, » Fx, 9,

Fiod ‘= solution 2,9 and x,:8

(g) or any swalar Mulfip\e

b) Hence find the steadystate vector.
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Scale the elements so that +he3 add 1o |

i
3
3
13

The eiqenvector orresponding o the eigenvalue | | whose
e\emenJrs add B |, is the sfeaa‘\tj state  vector.

L
13
8

\1
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